Composition has a great impact on image. With the development of smart phone, personal digital camera and the social sharing platforms such as Instagram, tons of photos are taken and shared by users. Everyone wants to take beautiful pictures. For professional photographers, due to their professional knowledge, such as rule of third, visual balance, diagonal dominance, they know how to adjust their camera and apply their knowledge to take aesthetically pleasing images. However, for amateurs, because of the lack of professional photographic composition knowledge, they usually don’t know how to take a beautiful image. Thus, they often turn to some aesthetic-driven image composition tools for help hoping that these tools can enhance the aesthetics of their poorly-taken photos.

Aesthetic-driven image composition enhancement techniques aims at enhancing the aesthetic of an image by improving the composition. It is a challenging problem because it needs to achieve better composition as well as preserve the important content of the original image. Moreover, image aesthetic is a very subject concept, everyone has his own opinion on whether this image is aesthetically image composition. For professional photographers, due to their professional knowledge, such as rule of thirds, visual balance, diagonal dominance, they know how to adjust their camera and apply their knowledge to take an aesthetically-pleasing images. However, for amateurs, because of the lack of professional photographic composition knowledge, they usually don’t know how to take a beautiful image. Thus, they often turn to some aesthetic-driven image composition tools for help hoping that these tools can enhance the aesthetics of their poorly-taken photos.

Aesthetic-driven image composition enhancement techniques aims at enhancing the aesthetic of an image by improving the composition. It is a challenging problem because it needs to achieve better composition as well as preserve the important content of the original image. Moreover, image aesthetic is a very subject concept, everyone has his own opinion on whether this image is aesthetically pleasing. In this paper, we first introduce the problem of the image composition enhancement problem, then we discuss the development of the computational aesthetics, next we present a comprehensive review of different image composition methods. At last, we give a conclusion after analyzing each method and present a research direction for the future.

2. BACKGROUND:

2.1 Image composition enhancement:
The image composition enhancement problem which is also known as the composition enhancement problem to achieve better composition. The second category usually involves the aesthetics of the composition features based methods and learning based methods. In the hand-crafted features based methods, these features are designed under the guidance of photography and psychological rules such as the rule of thirds composition, depth of field (DOF) and color(Data, Joshi, Li, & Wang, 2006; Tong, Li, Zhang, He, & Zhang, 2004). In the learning-based methods, they apply deep learning in image aesthetic assessment (Jin et al., 2016; Lu et al., 2014; Ma et al., 2019; Zhang et al., 2017). Lu et al. (Lu et al., 2014) proposed the Rating Pictorial Aesthetics using Deep Learning (RAPID) model, with impressive accuracies on the Aesthetic Visual Analysis (AVA) dataset (Murray, Marchesotti, & Perronnin, 2012). Wang et al. (Z. Wang et al., 2017) develop a novel deep-learning based image aesthetics assessment model, called Deep Chattejee’s Machine (DCM), to learn multiple attributes on a variety of selected feature dimensions. Those attributes are then associated and transformed into the overall aesthetic rating, by a high-level synthesis network.

2.2.2 Image caption:
Image caption techniques takes an image as an input then generates the comments of this picture. It can enable the computing devices the ability to understand the aesthetic of an image. The goal is to train an artificial intelligence (AI) system being able to perceive aesthetics as human (K. Chang, Lu, & Chen, 2017; W. Wang, Yang, Zhang, & Zhang, 2018). Chang et al. (K. Chang et al., 2017) proposed two approaches called the aspect oriented (AO) approach and the aspect fusion (AF) approach to solve the problem. Those two approaches use CNN-LSTM model to create a photo captioning system for each aspect. The first method uses the CNN model to select the most interesting aspect of the input image while the second method fuses the captions learned from the individual aspects to create a new caption.

2.2.3 Image aesthetic enhancement:
Image enhancement is considered a skillful artwork that involves transforming or altering a photograph using various methods and techniques to improve the aesthetics of a photo (Deng, Loy, & Tang, 2017).

It usually enhances the light, contrast and composition to make the input picture looks visually pleasing. Current works have shown some success in automating color enhancement (Bhattacharya, Suktankar, & Shah, 2010; Lee, Sunkavalli, Lin, Shen, & Kweon, 2016; Sun, Chao, Kuo, & Hsu, 2017; Yan, Lin, Kang, & Tang, 2014), style transfer (Gupta, Johnson, Alahi, & Fei-Fei, 2017; Huang & Belongie, 2017), image composition enhancement.

3. IMAGE COMPOSITION ENHANCEMENT METHODS:
Aesthetic-driven image composition techniques can be easily classified into three categories: rule-based methods, learning-based methods and example-based methods. The first category mainly applies the common composition rules such as rule of third, visual balance and diagonal dominance into the composition enhancement problem to achieve better composition. The second category usually models the composition features from large data and then applies these features to generate more visually pleasing images. The last category uses an image...
as an example and the input image will be adjusted according to the composition of the reference image.

3.1 Rules-based methods:
Rules-based methods (Guo, Liu, Gu, & Wang, 2012; Jeong & Cho, 2015; D. S.-M. Liu & Huang, 2017; L. Liu, Chen, Wolf, & Cohenher, 2010; Riaz, Park, & Lee, 2015; W. N. Wang, Liu, Xu, Jiang, & Wang, 2015; Wong & Wong, 2012; F.-L. Zhang, Wang, & Hu, 2013) often apply different rules such as rule of thirds, diagonal dominance, visual balance and visual dominance to adjust the image composition. These methods can use cropping, warping or retargeting techniques to process the image.

Liu et al. (L. Liu et al., 2010) developed a novel computational means for evaluating the composition aesthetics of a given image based on measuring several well-grounded composition guidelines. A compound operator of crop-and-retarget is employed to change the relative position of salient regions in the image and thus to modify the composition aesthetics of the image. Fig. 1 shows the results. Wong et al. (Wong & Wong, 2012) presented a semi-automatic photographic-recomposition approach that employs a semantics-preserving warp of the input image to enhance the visual dominance of the main subjects. Their method uses the image warping method to shift the subjects against the background (and vice versa), so that their visual dominance is improved, and yet preserve the desired spatial semantics between the subjects and the background. The re-composition is guided by a measure of the resulting visual dominance of the main subjects. Zhang et al. (F.-L. Zhang et al., 2013) presented a novel method to analyze the dependence between regions and objects in images, which considers both photographic and psychological impact; they take distance from power points, distance from diagonal lines, visual balance, relevance of objects into account. Guo et al. (Guo et al., 2012) proposed a new algorithm which not only consider the rule-of-thirds into their methods but also visual similarity between the optimized image and the original one. Most methods can only optimize the image with single main object, while Liu et al. (D. S.-M. Liu & Huang, 2017) focused in group photo. Their approach can use suitable retargeting techniques, and coordinate the composition of original photos to make photos conform the aesthetic rules including rule-of-thirds and diagonal dominance.

However, existing rule-based methods cannot take all the composition rules into consideration and don’t have a universal method to solve different categories of images.

3.2 Learning-based methods:
Due to the development of the deep learning technic, researchers start to use deep learning to achieve a better composition. Park et al. (Park, Lee, Tai, & Kweon, 2012) were the first to adopt the learning-based approach to learn a photo composition model and used it to find the optimal cropping window. They trained a normalized saliency map from visually pleasurable photos taken by professional photographers. They use Principal Component Analysis (PCA) to analyze training data and build a Gaussian mixture model (GMM) to describe the photo composition model. They can get different results by using different dataset. Fig. 2 shows the experiment result.

Deng et al. (Deng et al., 2017) adopted the generative adversarial networks to solve the image enhancement problem. They introduced an adversarial learning-based model called EnhanceGAN that performs automatic image enhancement. Traditional image enhancement frameworks typically involve training models in a fully-supervised manner, which require expensive annotations in the form of aligned image pairs. In contrast to these approaches, their proposed EnhanceGAN only requires weak supervision (binary labels on image aesthetic quality) and is able to learn enhancement operators for the task of aesthetic-based image enhancement.

Li et al. (Li, Wu, Zhang, & Huang, 2019) formulated the automatic image cropping problem as a sequential decision-making process and proposed a framework without the supervision of bounding box, namely Fast Aesthetics-Aware Adversarial Reinforcement Learning (Fast A3RL). It contains the reinforcement learning (RL) based cropping network and the aesthetics evaluation network which is much more efficient than previous sliding window based methods.

Due to most of the learning-based methods use cropping to process images, they have the disadvantages of content loss. Another disadvantage is that it takes time to train a learned model because they need large number of images as training data.

3.3 Example-based methods:
Example-based methods take an image as a reference to guide the image composition enhancement. Chang et al. (H. Chang, Pan, Wang, & Chen, 2015) proposed a novel approach for performing joint re-composition and retargeting of photographic images (R2P). Given a reference image of interest, their method is able to automatically alter the composition of the input source image accordingly, while the recomposed output will be jointly retargeted to fit the reference. Fig. 3 shows the result of this methods. This was achieved by recomposing the visual components of the source image via graph matching, followed by solving a constrained mesh-warping based optimization problem for retargeting to apply image composition enhancement to portrait, more aspect should be considered. Zhang et al. (X. Zhang, Constable, Chan, Yu, & Junyan, 2018) studied the composition in portrait paintings and proposed an algorithm to improve the composition of portrait photographs based on an example portrait painting. Fig. 4 shows the results. This method can achieve a better result for portrait than using rule-based methods.

These example-based methods often need to retrieve the reference image in database, it is also a challenging problem to retrieve an image which is composition-closely to the input images.

CONCLUSION:
In this paper, We first introduce the problem of the image composition enhancement problem, then we discuss the development of the computational aesthetics, next we present a comprehensive review of different image composition methods. Analysis shows that each method has its own advantages and disadvantages in the flexibility of reorganization and the ability to retain image features.

Since aesthetics is a very subjective concept, the image composition enhancement is a very difficult problem. In the current method, the rule-based method cannot comprehensively use multiple composition rules to optimize the image; in the learning-based method, there is a time-consuming problem and content loss problem; in the example-based method, it is challenging to retrieve an image which is composition-closely to the input images. In future work, we need to integrate multiple composition methods and use deep learning methods to learn the composition characteristics of the picture, so as to generate a better composition and preserve the semantic information and geometric information of the original picture as much as possible. We also need to develop an universal problem which can be applied to different kinds of images. At the same time, we should explore how to combine aesthetic composition with the problem of image generation in the field of image generation that is currently more popular, so as to be able to generate a more beautiful image in composition.
Fig. 2: Experimental results on image re-arrangement. First row: Input images. Second row: Corresponding saliency map. Third row: Results from Liu et al. (L. Liu et al.). Fourth row: Results using our approach. Fifth row: Saliency map of re-arranged photo.

Fig. 3: Examples of image composition enhancement and retargeting with different foreground object numbers.
Fig. 4: Experimental results. First and fourth rows: input photographs with pose. Second and fifth rows: selected example portrait paintings with pose (CC Image courtesy The Athenaeum, Wikimedia Commons, https://www.wikiart.org, http://www.artelista.com/). Third and sixth rows: cropping results using the proposed method.
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